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The paper presents selected results of research on the use of artificial intelligence methods, which are inspired by quantum computing solutions for modelling of electric power exchange systems. Methods used in the modelling of quantum data acquisition, quantization and dequantization of information as well as the methods of performing quantum computations were emphasized. Furthermore, we have analysed the results obtained for the neural model and for the evolutionary algorithm inspired by the quantum computer science. Eventually, the model was verified on the example of the neural model of the Electric Power Exchange (EPE).
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1. Introduction

Due to the rapid development of nanotechnologies and the power system technologies, flexibility towards its operation in terms of the smart electric power system, including smart electric power grid, the demand for new modelling methods is rising. It requires increasing accuracy and robustness (as a specific balance between efficiency and effectiveness).
At the same time artificial intelligence methods used in power system control are rapidly growing. They are frequently used in smart metering, modelling of on-line power transactions, in the development of micro-networks, and in numerous other areas of power engineering with respect to the various subsystems of the power system seen as a technical system, as well as broader - viewed as a technical-economic system [7, 14, 17, 21-25, 29].

Therefore there exists natural need to meet at least some of the demand for new methods and tools for modelling of systems through the use of artificial intelligence methods supplemented with quantum computer solutions. Obviously, that development is connected with the modernization of the existing power system through robust mutual matching of all elements, and not only as their optimization, but seen as methods insufficiently effective and efficient in this area of research [1, 3-6, 9, 12, 15-19, 21-25].

Since 2010 the European Commission developed its own standards, which were set up by a Group of Specialists with a well-defined work schedule for 2010-2020. In Poland those kind of topics are also being carefully researched, among others between 2013-2014, the Energa-Operator carried out an informational and educational project "Neonawyki-intelligent power grids", aimed at promoting development of the Intelligent Power Grids in Poland, and it is currently implemented as a pilot project on Intelligent Helium Network called "Intelligent Peninsula".

It is assumed, for example, networks that use ICT to reduce the costs and increase efficiency, and integrate distributed sources of electricity, including renewable energy. Therefore, the smart grid concept requires interdisciplinary research and application of modern technologies solutions to make system models more flexible, which requires a combined view of power engineering processes with ICT processes [21-27], by using quantum computing solutions.

2. Methods of artificial intelligence inspired by quantum computing solutions

The methods of artificial intelligence susceptible to the methods of quantum computer science include: Artificial Neural Networks (ANN), Evolutionary Algorithms (EA), immunological systems (IMS) and cluster analysis methods (CA), etc. [6, 10, 13, 18, 20, 28]. There have been already many successful attempts inspired by artificial intelligence methods in quantum computer science, especially in order to obtain quantum - inspired artificial neural networks and quantum - inspired evolution algorithms, to which a limited overview of the applied solutions is presented in the available literature [6, 9-10, 12-19, 21-26].

A specific artificial intelligence algorithm is then adopted and the method of its quantum recording is selected, followed by the quantization of numerical values, calculations on quantum mixed numbers, and after the solution is obtained, its quantization into decimal numbers. The evolution of evolutionary methods by
means of quantum computing is related, among others, to using the possibilities of quasi-parallelization of calculations introduced by quantum computers. In order to implement the methods used in quantum computing, real data has been transformed into binary and quantum ones. The proposed method of quantizing and dequantizing real numbers into quantum numbers [21-25] use the principle of superposition, which for the qubit has the form:

\[ (\alpha)^2 + (\beta)^2 = 1, \]  \hspace{1cm} (1)

which for the multi-qubits circuits (for qudids) brings the problem to determining the mixed numbers to the superposition of components:

\[ \sum_{i=1}^{n} \phi_i^2 = 1. \]  \hspace{1cm} (2)

Assuming that in the expression (1) \( \alpha = \beta \), it is possible to define the boundary of the probability modules of the pure state of ket 0 and the pure state of ket 1. This means that two states can be used to obtain the states of mixed value: first by drawing from the dominating range (numbers in the range \(<0.71 \div 1>) ket 0 or ket 1 respectively and the second method by drawing from recessive intervals (numbers in the range \(<0 \div 0.71>) ket 1 or ket 0. In the literature, the Hadamard (H) gate is most commonly used for quantizing mixed numbers, as a singleton quantum gate representing by a 2-dimensional unitary matrix, which is an alternative proposition of quantization given in [18, 23-25]:

\[
H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} = \begin{bmatrix} \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \end{bmatrix},
\]  \hspace{1cm} (3)

where the vectors \( H \mid 0 \rangle \) and \( H \mid 1 \rangle \) are the basis in the space of states of one cubic Hadamard's base.

The Hadamard gateway function for base vectors \( \mid 1 \rangle \) and \( \mid 0 \rangle \) can be represented as follows:

\[ H \mid 0 \rangle = \frac{1}{\sqrt{2}} (\mid 0 \rangle + \mid 1 \rangle) \]

and

\[ H \mid 1 \rangle = \frac{1}{\sqrt{2}} (\mid 0 \rangle - \mid 1 \rangle). \]  \hspace{1cm} (4)
2.1. Quantum-Inspired Artificial Neural Networks

In the case of ANN inspired by quantum computer science, the first important step was to quantify the weighted sums of individual output neurons in successive layers $\text{net}_i^j(t)$, it means that the sum of the product of the vector values of the weights and the vector values of the input quantities are stored in quantum, for example, if $i = 1$ in the hidden layer $j = 1$ [13, 16-17, 20-25]:

$$
\begin{bmatrix}
0.87 & 1 & 0.77 & 0.98 & 0.67 & 0.74 & 0.89 & 0.85 & 0.14 & 0.37 & 0.77 & 0.44 \\
0.49 & 0 & 0.64 & 0.20 & 0.74 & 0.67 & 0.46 & 0.53 & 0.99 & 0.93 & 0.64 & 0.90
\end{bmatrix}
$$

$$
\begin{bmatrix}
0 & 1 & 0 & 0 & 1 & 0 & 0.51 & 0.49 & 0.52 & 0.40 & 0.38 & 0.49 \\
1 & 0 & 1 & 1 & 0 & 1 & 0.49 & 0.51 & 0.48 & 0.60 & 0.62 & 0.51
\end{bmatrix}
$$

so:

$$
\text{net}_1^1(u) = w_1^1 \cdot u_1^T = \begin{bmatrix}
\text{net}_{11}^1 & \text{net}_{21}^1 \\
\text{net}_{12}^1 & \text{net}_{22}^1
\end{bmatrix}
$$

which ties different probabilities of modules of their main value in the case of $\text{net}_1^1$ on the diagonal and have mixed values in left elements of matrix. Such obtained value of products ($\text{net}_1^1$) from each of neurons is an activation function argument that creates hyperbolic tangent sigmoid transfer function $\text{tansig}()$:

$$
y_1^1(t) = f(\text{net}_1^1) = \frac{2}{1 + e^{\frac{-2}{\text{net}_{11}^1 \text{ net}_{22}^1}} - 1}. 
$$

In order to determine the value of the activation function quantum matrix $\text{net}_1^1$, dequantization operation was performed. In this case, an innovative solution using perceptron of ANN was proposed in which as input to the neural network the quantum mixed numbers described in the above square matrix expressing the quasi-mixed probability modules of pure states are implemented, and the real value as the output, the values obtained from the ANN (value $\text{net}_1^1$) [21-25].

Selected results of comparative studies between the quantum neural network adder $\text{net}_i$ for the first neuronal output layer for the first input and analogue values of the perceptron adder of the ANN are shown in Figure 1. Selected results of comparative studies between the quantum neural network adder net, for the second neuronal output layer for the nine input and analogue values of the perceptron adder of the ANN are shown in Figure 2.
2.2. Quantum-Inspired Evolutionary Algorithms

In the examined neural model of the EPE system, the lowest possible number of factors describing the system was chosen, based on the quotations on the Day Ahead Market (DAM). Two types of quantities were taken: one type at the input, delivered and sold electrical energy (ee) at a given hour of the day [MWh] and one
type at the output of the system, the average price obtained from the sold ee at a
given hour [PLN/MWh] [8, 11, 16-17, 21-25].
The data used for modeling were collected from the DAM of the Polish Power
Exchange S.A. (PPE, PPE S.A.) in the period from 1 January 2015 to 30 June
2015. A perceptron of ANN (with one hidden layer) was taken to model the EPE
system, using the reverse error propagation learning method and tansig(net) activa-
tion function for the first neuronal layer expressed by the equation (6) and the
second neuronal layer function expressed by pureline(net) [13, 20]:

$$f_a(net) = net,$$

where net is the sum of the weighted input signal.

The grade and quality of the learning of the EPE model was measured by a mean
square error (MSE) expressing by means of a distance measure defined as the sum
of the squares of the difference between the corresponding values of the average
price of the model ($y_{mi}$) and system ($y_{si}$):

$$MSE = \sum_{i=1}^{n} (y_{mi} - y_{si})^2.$$  

(8)

The signal waveform shown in Figure 3 concerns the MSE error of the perceptron
ANN (EPE neural model) output values relative to the EPE (real data) system out-
put values. During the daily hours the difference ranged from -0.015 to 0.015.
Next, the ANN model was learned by the EPE system for DAM data, and then was
subjected to an evolutionary algorithm to improve the accuracy of the model [16-
17].

![Figure 3. MSE error between output from neural model and output from EPE system. Denotations: x-axis - next day of the period under test, y-axis - Mean Square Error for each 24-hour period. Source: Own study in MATLAB and Simulink using NNT [Embedded MATLAB™, 2002-2016]
Selected divergences between model and system responses for selected hours, i.e. the highest for the 18 o’clock, the smallest for hour 23 o’clock and the average 5 o’clock is shown in Figure 4. As can be seen, the model reacts with some delay to changes in the output values of the EPE system, but in a relatively faithful way reproduces its value changes indicating that the evolutionary model is more accurate. Essential alignment of the neuronal-evolutionary model to the EPE system generated in successive iterations of the SEA algorithm took place over four eras, followed by slight changes in accuracy from 0.99832 to 0.99880. The mutation operator was abandoned because of the unnoticeable changes in modeling accuracy, which was a natural consequence of the very high degree of adaptation of the neuron model to the EPE system, which was 0.9981, thus only the crossing operator was used in the evolutionary algorithm. In order to further increase the accuracy of the neural model of EPE system, an attempt was taken to use both the ANN as well as the evolutionary algorithm by using quantum computer methods, including mixed quantum numbers and quantum computing method [21-25].

**Figure 4.** MSE error between exit of neuronal-evolutionary model and exit from EPSM system for three selected hours, i.e. the largest at 18 o’clock the smallest 23 o’clock and the average 5 o’clock. Denotations: axis x - consecutive day of the period under review for the above three hours, y axis - MSE. Source: Own study in MATLAB and Simulink using NNT [Embedded MATLAB™, 2002-2016]

Comparison of the neural model and the neural model corrected with Evolutionary Algorithm for the selected hours, i.e. for the 1 o’clock, is shown in Figure 5, and for 13.00 is given in Figure 6. The designed and implemented hybrid model of the EPE system consists of a neural model complemented by an EA and is called the neural evolution model [21-25].
The EA has improved the parameters of the EPE system model by 0.2% in relation to the real EPE system. Selected comparative studies on the weighted sum (net), i.e. weighted quantum adder and weighted neuronal adder for the hidden neuronal layer for measured data at 4 pm o’clock, are given in Figure 7.

In the evolutionary model, it was assumed that the values of the neural model weights are elements of the chromosomes, of which using the EA, the Beginning Population (BP) is built through successive epochs to the Parental Population (PP). Both weighing arrays (W1 and W2) obtained by teaching the ANN model of the EPE system were treated as single individuals consisting of single chromosomes, in which two sub-chromosomes represented by both weights were immersed: W1 matrix (between the input layer and the hidden layer) and W2 weight matrix (between the hidden layer and the output layer).

Figure 5. Comparison of modeling obtained with ANN and modified with EA methods, i.e. the average price of ee obtained for the first hour in the period from 01.01.2015 to 30.06.2015. Source: Own study in MATLAB and Simulink Environment using Matlab language [Embedded MATLAB™, 2002-2016]

Figure 6. Comparison of modeling obtained with ANN and modified with EA method, i.e. the average price of ee obtained for 1 pm o’clock in the period from 01.01.2015 to 30.06.2015. Source: Own study in MATLAB and Simulink Environment using Matlab language [Embedded MATLAB™, 2002-2016].
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Then, in the sub-chromosomes, individual rows of both weights were plunged, which consisted of the values of the weights of the individual connections between the neurons, being next to the bias and the parameters of the activation function the basic parameters of the neural model of the EPE. Finally, the chromosome structure at time $t$ was obtained as follow:

$$\text{Ch}_i(t) = [W_1 \ W_2],$$ \hspace{1cm} (10)

where:

$$W_1 = \begin{bmatrix} w_{1,1} & w_{1,2} & \ldots & w_{1,24} \\ w_{2,1} & w_{2,2} & \ldots & w_{2,24} \\ \vdots & \vdots & \ddots & \vdots \\ w_{24,1} & w_{24,2} & \ldots & w_{24,24} \end{bmatrix},$$

$$W_2 = \begin{bmatrix} w_{1,1} & w_{2,1} & \ldots & w_{21,24} \\ w_{22,1} & w_{22,2} & \ldots & w_{22,24} \\ \vdots & \vdots & \ddots & \vdots \\ w_{24,21} & w_{24,22} & \ldots & w_{24,24} \end{bmatrix}.$$ 

As a measure of chromosome adaptation to the environment, the difference between the expected values of the neuron model ($t_j$) and the mean values of the output signals from the system ($y_j$) was taken, it was determined as the mean squared error (in this case RMSE) of the form:

$$\text{RMSE} = \sum_{j=1}^{n} \frac{1}{n} (t_j - y_j)^2.$$ \hspace{1cm} (11)

**Figure 7.** Selected results of comparative studies between neti, i.e., quantum adder and neural adder for the hidden neuronal layer for measured data at 4 pm. Denotations: axis x - time 4 pm on consecutive days in the period from 01.01.2015 to 30.06.2015, y axis: net$_i$ value from hidden layer of ANN for neuron $i = 1$, Net Quant - net$_i$ value from hidden layer of ANN , Difference - difference between the adders of net$_i$ for the artificial neural network and the Quantum Artificial Neural Network. Source: Own study in Simulink Environment
A quantum-evolution algorithm for improving the model parameters of the natural EPE system contains the following basic steps, detailed in the work [19-21]: determination of Quantum Initial Population, defining quantum adaptive functions, matching quantum methods of crossing and mutation and establishing a Quantum method of PP selection. The selection of individuals (chromosomes) for the next generation of the PP was carried out by determining the degree of adaptation of individuals (chromosomes) to the mean value of output (average unit price) on EPE, which was determined by equation (11). In this way, the values of adapting individual chromosomes to the EPE system were determined, and the next, the selection of individuals for the next Parental Population (PP) was performed using the tournament method. After selecting over 10,000 tournament groups, 20,000 of PP individuals were selected [2,11,16-17,21-25].

4. Conclusion

In the following paper, Artificial Neural Network of the Electric Power Exchange model was designed and taught using data from the Day Ahead Market in Poland. In order to increase the accuracy of the generated models of power systems and their subsystems, such as the Electricity Power Exchange, we have designed Evolutionary Algorithm which aided the improvements in the neural models’ parameters. Attention has been paid to the new method of quantizing and dequantizing information and methods of quantum computing used in quantum-neural and quantum-evolution models were discussed in detail. The results obtained for the neural model and for the Evolutionary Algorithm inspired by quantum computing were also discussed and were verified on the example of enhancing parameters of the model of the EPE system using quantum mixed numbers. Ultimately, the results aided resolving important issues.

Firstly, the method of improving ANN parameters as a model of a natural appropriate system in Electric Power Exchange for DAM data was developed with the use of quantum solutions.

Secondly, a model of a system was implemented with the use of Matlab language and Neural Network Toolbox [2].

Thirdly, we have developed the assumptions and the method of improving ANN parameters as a model of neural system of EPE using evolutionary algorithms and evolutionary algorithms inspired by quantum computing.

Lastly, appropriate models for comparative studies were constructed and we have carried out comparative studies of neuronal models, evolutionary-neural model and quantum-neural models for real systems using Simulink. With regards to further research, in the next steps simulations and sensitivity tests of neuronal models of the EPE system for untypical input data on DAM should be performed.
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